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Abstract

There has been significant progress in implementing

deep learning models in disease diagnosis using chest X-

rays. Despite these advancements, inherent biases in these

models can lead to disparities in prediction accuracy across

protected groups. In this study, we propose a framework to

achieve accurate diagnostic outcomes and ensure fairness

across intersectional groups in high-dimensional chest X-

ray multi-label classification. Transcending traditional pro-

tected attributes, we consider complex interactions within

social determinants, enabling a more granular benchmark

and evaluation of fairness. We present a simple and ro-

bust method that involves retraining the last classification

layer of pre-trained models using a balanced dataset across

groups. Additionally, we account for fairness constraints

and integrate class-balanced fine-tuning for multi-label set-

tings. The evaluation of our method on the MIMIC-CXR

dataset demonstrates that our framework achieves an op-

timal tradeoff between accuracy and fairness compared to

baseline methods.

1. Introduction

Deep learning algorithms trained on large-scale medi-

cal imaging data have been increasingly employed in real-

world health applications in the past few years due to their

potential to improve diagnostic accuracy and patient out-

comes [36, 15, 2, 48, 19]. However, these models also have

the potential to learn and exacerbate pre-existing biases in

data, perpetuating stereotypical connections and leading to

negative consequences for marginalized communities [43].

The advancements and rapid deployment of computer vi-

sion models in healthcare settings highlight the necessity of

acknowledging the possibility of inherent biases and risks
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across protected patient attributes related to disease, includ-

ing race and gender.

The misclassification of race as a biological aspect,

rather than a social construct, further exacerbates health dis-

parities. To gain a more comprehensive understanding and

enhance patient care, it is important to explore the patient’s

contextual environment, as a patient’s clinical profile offers

only a limited glimpse of the factors impacting their health

[38, 16, 47]. By examining the broader social, economic,

and environmental factors through the lens of social deter-

minants of health (SDOH), we can better comprehend the

intricate interplay between racial biases and other determi-

nants of health, shedding light on the mechanisms that per-

petuate inequities in healthcare [5].

Several studies have been conducted to evaluate sub-

group robust methods for addressing fairness bias across

various domains of images with real-world applications

[56, 13, 28, 50]. These studies mostly benchmark bias and

fairness algorithms for binary classification [17, 53, 18, 55]

focusing on basic protective attribute categories along sin-

gle dimensions. However, there has been limited research

investigating intersectional bias with multiple demographic

dimensions [54, 44, 55, 29], and the integration of SDOH

into these studies remains unexplored, primarily due to pri-

vacy concerns[10, 23].

Herein, we adopt a simple and cost-effective method to

fine-tune multi-label classification models for intersectional

fairness across multiple attributes. Specifically, we mea-

sure intersectional group fairness in chest X-rays by con-

sidering race and two (SDOHs) — health insurance and

income, forming eight distinct intersectional groups. Our

approach adapts current subgroup robust methods to a bal-

anced sampled multi-attribute dataset and addresses fair-

ness constraints and class imbalance for multi-label set-

tings. This adaptation extends beyond previous fairness

intersectionality studies, which primarily focus on binary

classification and intersections of two attributes. When ap-

plied to the MIMIC-CXR multi-label dataset, we show that

our method performs well not only in classification perfor-
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mance but also in fairness metrics, outperforming estab-

lished baselines.

2. Related Works

There have been several works proposed to combat fair-

ness bias across benchmarks and real-world datasets:

Debiasing Algorithms: Debiasing algorithms play a

crucial role in enhancing performance across minority sub-

populations, thereby improving accuracy uniformly across

different groups. These strategies can be broadly catego-

rized into two types: those that rely on attributes being ex-

plicitly labeled and available during training, and attribute-

agnostic methods, which do not necessitate direct access to

such attributes during the training process. Empirical Risk

Minimization (ERM)[45] , a foundational concept in ma-

chine learning, aims to minimize the average error across

all samples by offering a generalized framework that can

be adapted to include more sophisticated debiasing tech-

niques. Some of these advanced methods, such as up-

weighting poorly performing samples[32, 37, 30], directly

build upon the ERM framework to ensure equitable perfor-

mance across diverse groups. For instance, the Deep Fea-

ture Re-weighting (DFR) technique[17] begins with train-

ing a model using ERM and subsequently refines it by re-

training with a balanced sample set across groups, illustrat-

ing a practical application of debiasing algorithms. These

methodologies are critically evaluated using a variety of

fairness metrics, ensuring measurable improvements in al-

gorithmic fairness.

Fairness Metrics: Bias mitigation algorithms are evalu-

ated using various fairness metrics. Some well-known met-

rics in this context are demographic parity [12], equalized

odds, and equality of opportunity. Demographic parity in-

volves comparing the average prediction score across differ-

ent subgroups. Equality of Opportunity takes the label dis-

tribution into account and assesses the True Positive Rate

(TPR) gap among different groups. Equalized Odds [14]

measures both the TPR and False Positive Rate (FPR) gaps

across various groups.

Pre-processing, In-processing, and Post-processing

Fairness Techniques: Several prior works on mitigating

fairness bias [11, 35] have been proposed, including pre-

processing techniques [49, 24, 6, 4], train-time techniques

[26, 25], and post-processing techniques [14, 24, 40, 51, 3,

42], which aim to mitigate fairness bias before, during, or

after model training, respectively. However, as presented by

[8, 41], over-parameterized models overfit to fairness objec-

tives, which is an acute problem, especially in high-stake

clinical settings. In addition, as outlined by [9], there are

inherent imbalances that extend beyond class labels to in-

clude sensitive attributes, posing a challenge to the general-

izability of fairness properties in over-parameterized mod-

els like neural networks. This issue becomes particularly

pronounced in large and challenging datasets, especially

when the model tends to favor minority attributes.

Intersectional Fairness: Intersectional biases occur

when protected attributes interact with each other. Previ-

ous research on bias evaluation in chest X-ray imaging has

primarily focused on examining protected attributes such

as race, age, and gender as mutually exclusive categories

with single dimensions [56, 31]. Yet, only a few studies

have explored protected attributes as non-mutually exclu-

sive categories with multiple dimensions. Such an approach

is critical, given that the disparities affecting intersectional

subgroups can be profound, highlighting the need to ad-

dress the compounded biases within marginalized commu-

nities. [44] evaluated a DenseNet model on chest X-rays

and revealed lower true positive rates (TPRs) across four

categories of protected attributes, namely gender, age, race,

and insurance type. However, their evaluation only focused

on insurance as a proxy for social determinants of health

(SDOH). Here, we focus on equalized odds as a metric to

facilitate comparisons with previous work on studying fair-

ness in medical imaging [53, 54, 56]. Our study goes be-

yond race, gender, and age, avoiding pre-defined proxies

of SDOH. Instead, we use and incorporate social determi-

nant attributes sourced from country and tract-level data to

better understand the complex interactions between various

SDOH factors for more granular benchmarking and evalua-

tion of fairness in clinical settings.

3. Methods

This section describes our methods and details the imple-

mentation process. We assume we have a dataset of n chest

X-ray samples andC target binary classes. Each sample can

belong to one or more classes due to the multi-label nature

of chest X-rays. The binary variable yik denotes whether

sample i has class k as positive, where k ∈ C. For inter-

sectional groups, we define a set denoted as G. The binary

variable aig indicates whether a sample i belongs to group

g, where g ∈ G. We conduct experiments on MIMIC-

CXR, which is divided into 190,000 training samples and

2,500 testing samples. We link MIMIC-CXR to MIMIC-

IV and MIMIC-SDOH to create intersectional groups (see

dataset details in Appendix 6.1). The number of samples

used across eight intersectional groups is presented in Table

1.

3.1. Pre­training a residual network for feature ex­
traction

We first train a neural network to extract features from

chest X-ray images using the training data set. We adopt a

residual network architecture as the feature extractor similar

to prior studies on chest X-ray classification [7, 19, 36, 20].

ERM is a standard training method that minimizes the av-

erage loss across samples. It has demonstrated its effective-



Table 1. Number of samples present across eight intersectional

groups.

Income Insurance Race No. Samples

Low Low White 20,638

Low Low Non-White 10,650

Low High White 20,308

Low High Non-White 26,261

High Low White 50,499

High Low Non-White 9,666

High High White 13,214

High High Non-White 5,261

Total 193,730

ness in extracting meaningful features for both single and

multi-label chest X-ray classification, and it has been incor-

porated into diverse fairness benchmarks [32, 37, 17]. Con-

sequently, we train the residual network via ERM. Since

our training data set exhibits class imbalance, we use class

weights, pk, for each class for effective pre-training. The

weighted version of binary cross-entropy loss used in pre-

training is described in 1,

LBCE =−
∑

i=1...n

∑

k=1...|C|

pkyik log ŷik

+ (1− yik) log (1− ŷik),

(1)

where pk = # of samples with no findings class

# of samples in class k
is the positive weight

for each class k and ŷik represents the predicted probability

of class k for the i-th sample, obtained after applying the

sigmoid activation function to the logits.

3.2. Class balanced fine­tuning on a sampled dataset
with fairness constraints

For fine-tuning, we freeze the feature extractor and re-

train a new final classification layer on a sampled data set

with balanced group distribution [27] for robustness across

intersectional groups1. Next, we add fairness constraints

based on the false positive rate, fpr, (6) and false negative

rate, fnr, (7) [34] [39] to our overall loss function. Inter-

sectional groups and multi-label samples pose a challenge

since a sample can belong to multiple classes and one of

many intersectional groups. Compared to prior work [33]

which only considers two values of a sensitive attribute in

single label settings, we propose to calculate fprkg (3) and

fnrkg (4) for each pair of class k and group g separately to

accommodate intersectional groups in multi-label settings.

Lfairness = LBCE + α(fpr + fnr) (2)

1The pre-trained model weights and classifier weights will be made

available on HuggingFace.

fprkg =
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(4)

To account for class imbalance, we propose to use a

weighted average of fprkg and fnrkg for all k ∈ C while

aggregating for group g. The weights wk (5) are devised

based on frequency nk of the positive label yk in the train-

ing set of n samples. The final loss in the fine-tuning step is

(2).

wk =
(n− nk)

n
,W =

∑

k

wk (5)

fpr =
1

|G|

∑

g

1

W

∑

k

fprkgwk (6)

fnr =
1

|G|

∑

g

1

W

∑

k

fnrkgwk (7)

Compared Methods. We consider three baseline methods,

followed by our proposed method:

ERM: Training a residual network where the final layer

is a classification layer without considering intersectional

groups.

Fine-tuning: Re-training a new final classification layer of

the residual network using an imbalanced sampled dataset

[27].

Deep Feature Reweighting (DFR): Re-training a new

final classification layer of the residual network using a

balanced sampled dataset across intersectional groups.

Fair Class-balanced Fine-tuning (Ours): Re-training a

new final classification layer of the residual network using

a sampled dataset balanced across inter-sectional groups,

considering both fairness constraints and class imbalance.

Evaluation Metrics. To evaluate the performance of our

model on the unseen test set, we use weighted accuracy

(WACC) and Area under the ROC Curve (AUC) [34]. We

use two metrics for classification: WACC, which accounts

for the class imbalance and AUC. For multi-label settings,

these metrics are averaged across all labels. For fairness

evaluation, we adopt two metrics: equalized odds difference

(EO_Diff) [14] and accuracy-fairness (AF) [34]. EO_Diff



Table 2. Model performance on MIMIC-CXR for multi-label classification incorporating the equalized odds difference fairness constraint.

We use demographic attributes from MIMIC and social determinant attributes from MIMIC-SDOH dataset to form the intersectional

groups. Averaged values are reported over 100 random trials.

Method AUCavg (↑) EO_Diffavg (↓) WACCavg (↑) AFavg (↑)

ERM 0.7861 0.4243 0.6438 0.2195

Fine-tuning 0.7800 0.3811 0.6292 0.2481

DFR 0.7806 0.3677 0.6526 0.2579

Fair Class-balanced Fine-tuning (Ours) 0.7763 0.3224 0.6045 0.2820

calculates the maximum between two differences: the dif-

ference between the minimum and maximum true positive

rates and the difference between the minimum and max-

imum false positive rates across all intersectional groups

[14] [46]. For multi-label settings, we calculate EO_Diff

for each label separately and then average it as shown in 9.

EO_Diffk = max{∆tprk,∆fprk} (8)

EO_Diffavg =

∑

k

EO_Diffk

|C|
(9)

AF is a metric derived from an equal-weight linear combi-

nation of weighted accuracy and fairness: AF = WACC -

EO_Diff [34].

3.3. Implementation Details

Pre-training details: For pre-training, we use Adam op-

timizer with a learning rate of 10−4 and weight decay of

10−4. The mini-batch size is set to 32 due to hardware lim-

itations and we perform training on the whole training set

for three epochs.

Training details: In order to create a balanced data set

for fine-tuning, we sample 2500 study-ids per group at ran-

dom from the training data set. For fine-tuning, we use

Adam optimizer with a learning rate of 5x10−5, weight de-

cay of 10−3, and batch size of 32. We set the value of α to

1 for simplicity and perform fine-tuning for one full epoch.

Evaluation: While computing the weighted accuracy,

we use a 0.5 threshold to convert the output probabilities

to predicted labels.

4. Results and Discussion

We conduct multi-label classification on MIMIC-CXR to

predict the 14 base classes, evaluating our proposed method

compared to three baseline methods. The results of the

model performance, along with fairness metrics, are pre-

sented in Table 2. We assess several metrics, including

AUCavg , WACCavg , and AFavg , where higher values in-

dicate better performance. Conversely, for EO_Diffavg, a

smaller value is considered more desirable. Our findings

reveal that ERM achieves the highest AUC and second-

highest WACC values but the lowest fairness metrics. Ad-

ditionally, we observe that fair class balanced fine-tuning

results in the lowest EO_Diffavg, suggesting reduced dis-

parities and biases in model predictions among intersec-

tional groups. Overall, fair class balanced fine-tuning ex-

hibits the most favorable fairness metrics and overall perfor-

mance. This is indicated by the highest AF value, although

the WACCavg and AUCavg are slightly reduced.

5. Conclusion

In this study, we introduce a framework aimed at promot-

ing equitable representation across diverse intersectional

groups in high-dimensional, multi-label chest X-ray classi-

fication. We adopt an intersectional multi-attribute fairness

perspective, we consider complex interactions within sensi-

tive attributes, going beyond traditional protected attributes

to include social determinants of health such as insurance

and income. Our methods involves retraining the final clas-

sification layer of pre-trained models using a balanced sam-

pled multi-attribute dataset. We also consider both fairness

constraints in our overall loss and accommodate intersec-

tional groups in multi-label settings, providing a simple and

robust method for assessing fairness in real-world clinical

applications. Our evaluation on the MIMIC-CXR dataset

demonstrates that our method improves equalized odds dif-

ference and accuracy-fairness metrics marking a promising

step forward in medical algorithms.
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6. Appendix

6.1. Dataset Description

We utilize MIMIC-IV and MIMIC-SDOH to create attribute intersectional groups, which are then matched to the MIMIC-

CXR images.

• MIMIC-CXR: A comprehensive collection of de-identified Chest X-ray (CXR) data acquired from Beth Israel Dea-

coness Medical Center in Boston, United States. MIMIC-CXR includes 14 binary labels that indicate the presence

or absence of pathology.[22]. Specifically, we follow [36] to resize the images into 2048 X 2048 and we only use

anterior-posterior (AP) and posterior-anterior (PA) radiographs view positions.

• MIMIC-IV: An electronic health records database that contains data on patients admitted to the intensive care unit at

Beth Israel Deaconess Medical Center. This extensive database comprises comprehensive information about patients’

clinical records, demographic details, laboratory findings, and other pertinent medical data [21]. In our study, we extract

racial information from MIMIC-IV and categorize the race into two groups: white and non-white.

• MIMIC-SDOH: A database resulting from the integration of the MIMIC-IV clinical database with Social Determinants

of Health (SDOH) databases: County Health Rankings (CHR), Social Vulnerability Index (SVI), and Social Determi-

nants of Health Database (SDOHD) [52]. Here, we focus on the variables available in the SDOHD [1] which offers more

detailed and granular SDOH data. The SDOHD provides information at the county, census tract, and ZIP code levels,

encompassing variables related to economic, healthcare, education, and social contexts as well as physical infrastruc-

ture. From this data, we extract health insurance information at the county level, focusing on the estimated percentage

of the uninsured population for all income levels (under 65 years). Additionally, we gather income information at the

tract level, specifically the median household income (dollars, inflation-adjusted to the data file year). Subsequently, we

categorize both the health insurance and income data into two distinct groups each: high and low income, as well as

high and low insurance coverage.


