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ABSTRACT

Over the last decade, Q&A platforms have played a crucial role in

how programmers seek help online. The emergence of ChatGPT,

however, is causing a shift in this pattern. Despite ChatGPT’s pop-

ularity, there hasn’t been a thorough investigation into the quality

and usability of its responses to software engineering queries. To

address this gap, we undertook a comprehensive analysis of Chat-

GPT’s replies to 517 questions from Stack Overflow (SO). We as-

sessed the correctness, consistency, comprehensiveness, and con-

ciseness of these responses. Additionally, we conducted an exten-

sive linguistic analysis and a user study to gain insights into the

linguistic and human aspects of ChatGPT’s answers. Our examina-

tion revealed that 52% of ChatGPT’s answers contain inaccuracies

and 77% are verbose. Nevertheless, users still prefer ChatGPT’s re-

sponses 39.34% of the time due to their comprehensiveness and

articulate language style. These findings underscore the need for

meticulous error correction in ChatGPT while also raising aware-

ness among users about the potential risks associated with seem-

ingly accurate answers.
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1 INTRODUCTION

Software developers often resort to online resources for a variety

of software engineering tasks, e.g., API learning, bug fixing, com-

prehension of code or concepts, etc. [53, 57, 63]. A vast majority

of these help-seeking activities include frequent engagement with

community Q&A platforms such as Stack Overflow1(SO) [52, 53,

62, 63] to seek help, solutions, or suggestions from other develop-

ers.

The emergence of Large Language Models (LLMs) has demon-

strated the potential to transform the web help-seeking patterns

of software developers. Recent studies show that programmers uti-

lize AI tools such as GitHub Copilot [27] for faster exploration

and queries of problems at hand and turn to web searches or SO

only when they need to verify a solution or access the documenta-

tion [6, 55, 61]. The ability to engage in interactive conversations

and provide apt solutions using natural language has propelled

LLMs into becoming a popular option among programmers.

In continuation of LLM progress, in November 2022, ChatGPT [44]

was introduced as an open-access Chatbot, which surpassed the

popularity of other models in its category. ChatGPT’s capacity to

engage in human-like conversations, promptly learn from contin-

uous human feedback, and accessibility to the general public, have

all contributed to its popularity. Consequently, ChatGPT’s popu-

larity has ignited numerous debates among academics, researchers,

and industry professionals on Twitter and other social media plat-

forms [17, 51]. These discussions revolve around the scenarioswherein

ChatGPT could potentially replace prominent search engines (e.g.,

Google) or widely used Q&A platforms (e.g., Stack Overflow).

Despite the increasing popularity of ChatGPT, concerns surround-

ing its nature as a generative model and the associated risks remain

prevalent. Previous studies [8, 24, 26, 28, 41] show that LLMs can

acquire and propagate factually incorrect knowledge, which can

persist in their generated or summarized texts. Additionally, LLMs

often generate fabricated texts that mimic truthful information,

thereby introducing risk for non-expert end-users who lack the

means to verify factual inconsistencies [11, 16, 21]. Recent studies

show that ChatGPT is also plaguedwith these issues [12, 30, 36, 43].

The prevalence of misinformation, which can easily mislead users,

has prompted Stack Overflow to impose a ban on posting answers

generated by ChatGPT [46].

1https://stackoverflow.com/
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A few recent studies have compared ChatGPT to human ex-

perts in legal, medical, and financial domains [30], or analyzed the

quality of texts summarized by ChatGPT [25]. To the best of our

knowledge, no comprehensive investigation has been conducted

to compare ChatGPT with human answers in the field of Software

Engineering (SE). Moreover, there is no investigation into the fac-

tors contributing to ChatGPT’s answer quality and characteristics.

In this work, we aim to address this research gap by adopting a

mixed-methods research design [35]– a combination of compre-

hensive manual analysis, linguistic analysis, and a user study to

compare human answers and ChatGPT’s answers to Stack Over-

flow questions.

Specifically, we performed stratified sampling to collect Chat-

GPT’s answers to 517 SO questions with different characteristics

(e.g., views, question types, etc.). The sample size is statistically

significant with a 95% confidence level and 5% margin of error. We

manually analyzed ChatGPT’s answers and compared them with

the accepted SO answers written by human programmers. For a

comprehensive evaluation, we extended our analysis beyond as-

sessing the correctness of the answers and employed additional

labels to gauge their consistency, comprehensiveness, and concise-

ness. Our results show that 52% of ChatGPT-generated answers are

incorrect and 62% of the answers are more verbose than human an-

swers. Furthermore, about 78% of the answers suffer from different

degrees of inconsistency to human answers.

Furthermore, to examine how the linguistic features of ChatGPT-

generated answers differ from human answers, we conducted an

in-depth linguistic analysis by performing Linguistic Inquiry and

Word Count (LIWC) [49] and sentiment analysis on ChatGPT an-

swers and human answers to 2000 randomly sampled SO questions.

Our results show that ChatGPT uses more formal and analytical

language, and portrays less negative sentiment.

Finally, to capture how different characteristics of the answers

influence programmers’ preferences between ChatGPT and SO, we

conducted a user study with 12 programmers. The study results

show that participants’ overall preferences, correctness ratings, and

quality ratings are more leaned toward SO. However, participants

still preferred ChatGPT-generated answers 39% of the time. When

asked why they preferred ChatGPT answers even when they were

incorrect, participants suggested the comprehensiveness and artic-

ulated language structures of the answers to be some reason for

their preference.

Our manual analysis, linguistic analysis, and user study collec-

tively demonstrated thatwhile ChatGPT performs remarkably well

in many cases, it frequently makes errors and unnecessarily pro-

longs its responses. However, ChatGPT-generated answers have

richer linguistic features which causes users to exhibit a prefer-

ence for ChatGPT-generated answers and overlook the underlying

incorrectness and inconsistencies. Our in-depth analysis points to-

wards a few reasons behind the popularity of ChatGPT and also

highlights several research opportunities in the future.

To conclude, this paper makes the following contributions:

• We conducted an in-depth analysis of the correctness and qual-

ity of ChatGPT’s answers across 4 distinct categories for vari-

ous types of SO question posts.

• We performed a large-scale analysis of the linguistic charac-

teristics of ChatGPT’s answers and compiled an extensive list

of distinguishing features that are prominent in ChatGPT’s an-

swers.

• We investigated how real programmers consider answer cor-

rectness, quality, and linguistic features when choosing between

ChatGPT and Stack Overflow (SO) through a within-subjects

user study. 2

The rest of the paper is organized as follows. Section 2 describes

the research questions that will help to investigate the character-

istics of ChatGPT answers. Section 3 describes the data collection

process followed by the methodology of our mixed methods study

in three consecutive subsections. Section 4, 5, and 6 describes the

analyses results of our manual analysis, linguistic analysis, and

user study respectively. Section 7 discusses the implications of our

findings and future research directions. Section 8 describes the in-

ternal and external threats to validity. Section 9 describes the re-

lated work. Section 10 concludes this work.

2 RESEARCH QUESTIONS

Themain objective of this work is to study different characteristics

of ChatGPT answers in comparison with human-written answers.

We investigated the following research questions and provided the

motivation for each question below.

• RQ1. How do ChatGPT answers differ from SO answers in terms

of correctness and quality?Previous work [16, 32, 36] have shown

that LLMs such as ChatGPT are prone to hallucination and suf-

fer from low quality. Therefore, we want to assess the correct-

ness and other quality issues of ChatGPT’s answers (e.g., con-

sistency, conciseness, comprehensiveness) in the context of SE.

We expect that withmanual analysis, we can empirically study

the correctness and quality factors of ChatGPT answers.

• RQ2. What kinds of quality issues do ChatGPT answer have?

While RQ1 investigates the overall correctness and quality of

ChatGPT answers, RQ2 aims to obtain a deep understanding

about the types of issues and develop a taxonomy. For example,

some parts of an answer can be factually incorrect, and some

parts can be irrelevant or redundant. To answer this RQ, we

conduct an in-depth analysis of ChatGPT answers to identify

these fine-grained quality issues in ChatGPT answers.

• RQ3. Do the types of SO questions affect the quality of ChatGPT

answers? Previous studies [2, 37] show that linguistic forms of

SO answers vary based on the types of SO questions. For exam-

ple, How-to questions have step-by-step answers, conceptual

questions contain descriptions and definitions, etc. We seek to

understand if the types of SO questions influence the charac-

teristics of ChatGPT answers in a similar manner.

• RQ4. Do the language structure and attributes of ChatGPT an-

swers differ from SO answers? Previous studies [65] show that

human andmachine-generated misinformation has distinctively

different linguistic features that can aid in identifying misin-

formation. Prior work [7] has also shown a relationship be-

tween the success of Stack Overflow answers and linguistic

2We have made our Dataset and Codebooks publicly available at
https://github.com/SamiaKabir/ChatGPT-Answers-to-SO-questions to foster fu-
ture research in this direction.
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characteristics. We aim to find the distinct linguistic character-

istics of ChatGPT answers and how they compare to accepted

SO answers written by human developers.

• RQ5. Do the underlying sentiment of ChatGPT answers differ

from SO answers? Previous studies [42, 50] discuss the harmful

effect of toxicity or negative tone in open source discussions.

Previous work [15] also shows the role of underlying senti-

ment in the success of SO answers. In this work, we seek to

find how the underlying positive and negative sentiment of

ChatGPT’s answers to SO questions compares to accepted SO

answers.

• RQ6. Can users differentiate ChatGPT answers from human an-

swers?We are curious about where users can discern machine-

generated answers from human-written answers andwhat kinds

of heuristics they employ to make the decision. Investigating

these heuristics is important, since it helps identify good prac-

tices that can be adopted by the developer community and also

helps inform the design of automated mechanisms. We also

aim to determine if these findings align with findings from

manual and linguistic analysis.

• RQ7. Can users identify misinformation in ChatGPT answers?

Understanding how users identify misinformation is impor-

tant as it can provide developers with a quick way to deter-

minemisinformation inmachine-generated answers. If the users

can or can not identify themisinformation properly, we expect

to find their major tactics or impediments.

• RQ8. Do users prefer ChatGPT over SO based on correctness, qual-

ity, or linguistic characteristics? Finally, we want to understand

the user preference between ChatGPT and human-generated

answers based on the correctness, quality, and linguistic char-

acteristics of the answer.

3 METHODOLOGY

To answer the research questions in Section 2, we conducted a

mixed-methods study. To answer RQ1 to RQ3, we conducted an

in-depth manual analysis through open coding (Section 3.2). To

answer RQ4 and RQ5, we conducted a linguistic analysis and a sen-

timent analysis (Section 3.3). And finally, to address RQ6 to RQ8,

we designed and conducted a user study and semi-structured in-

terview (Section 3.4). The following sections provide a detailed de-

scription of each method.

3.1 Data Collection

3.1.1 SO �estion Collection. To capture the different charac-

teristics of SOquestions, we consider three aspects of the questions—

the question popularity, the timewhen the questionwas first posted,

and the question type. To ensure that the human-written answers

have good quality, we only consider SO questions that have an ac-

cepted answer post. We adopted a stratified sampling strategy to

collect a balanced set of SO questions that fall into different cate-

gories w.r.t. their popularity, posting time, and question type.

First, we collected all questions in the SO data dump (March

2023) and ranked them by their view counts. We used view counts

as themeasurement for the popularity of SO questions.We selected

three categories of questions—the top 10% of questions in the view

Characteristics Category Criteria # of Q.

Type Conceptual _ 175

How-to _ 170

Debugging _ 172

Popularity Popular Highest 10% View Count (Avg. 28750.5) 179

Average Popular Average View Count (Avg. 905.3) 165

Unpopular Lowest 10% View Count (Avg. 42.1 ) 173

Recency Old Before November 30, 2022 266

New After November 30, 2022 251

Table 1: Characteristics, Categories, and Criteria of SO Ques-

tions posts

count ranking (Highly Popular), the questions in the middle (Aver-

age Popular, and the bottom 10% in the ranking (Unpopular).

Second, from the three categories of questions above, we moved

on to categorize them by their recency. We split questions in each

popularity category into two recency categories—questions posted

before the release of ChatGPT (November 30, 2022) as Old, and

questions posted after that time asNew question posts.We selected

the release date of ChatGPT to evaluate how the answer character-

istics of ChatGPT reflect the presence or absence of specific knowl-

edge in ChatGPT’s training data.

Third, for question types, based on the literature [2, 19, 38, 60],

we focused on three common questions types—Conceptual, How-

to, and Debugging. We followed prior work [34, 37] and trained a

Support Vector Machine (SVM) classifier to predict the type of a

SO question based on the question title. The classifier achieves an

accuracy of 78%, which is comparable to prior work. Then, we used

this classifier to predict the question type of SO questions in each

category of questions obtained from the two previous steps.

In the end, we randomly sampled the same number of ques-

tions from each category along the three aspects. Given the ques-

tion type classifier may not be accurate, we manually validated

the question type of each sample and discarded those with wrong

types. We ended up with 517 sampled questions. Table 1 shows the

distribution of these 517 questions along the three aspects.

Additionally, we randomly selected another set of 2000 ques-

tions from the SO data dump for linguistic analysis. Since all col-

lected questions are in HTML format, we removed HTML tags

and stored them as natural language descriptions along with their

metadata (e.g., tags, view count, types, etc.) in CSV files.

3.1.2 ChatGPTAnswerCollection. For each of the 517 SOques-

tions, the first two authors manually used the SO question’s title,

body, and tags to form one question prompt3 and fed that to the

Chat Interface [45] of ChatGPT. The generated answers by Chat-

GPT are then stored in CSV files. For the additional 2000 SO ques-

tions, ChatGPT 3.5 Turbo API is used. The question title, body, and

tags are extracted and concatenated to query the ChatGPT, and the

answers are stored in CSV files.

3.2 Manual Analysis

In this section, we discuss the methodology for investigating the

correctness and other qualities of ChatGPT answers to SO ques-

tions through Open Coding [31].

3.2.1 Open Coding Procedure. To assess the quality and cor-

rectness of ChatGPT’s answers to SO questions (RQ1), we used a

standard NLP data labeling process [54, 64] to label the ChatGPT

3Example prompts are included in the Supplementary Material
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answers at the sentence level. Over the course of 5 weeks, three au-

thors met 6 times to generate, refine, and finalize the codebooks to

annotate the ChatGPT answers. First, the first two authors familiar-

ized themselves with the data. Each author independently labeled 5

ChatGPT answers at the sentence level and took notes about their

observations. The two authors met to review their labeling notes

and implemented deductive thematic analysis [13, 29] to come up

with 4 broader themes that they want to assess—Correctness, Con-

sistency, Comprehensiveness, Conciseness.

In the next step, they revisited the previous 5 ChatGPT answers

to generate the initial codebook spanning the 4 assessment themes.

In the 2nd meeting, the first two authors met another co-author to

resolve the disagreements and refine the codebook. After this step,

the refined codebook contained 24 codes in the 4 categories.

With the codebook established, the first two authors then la-

beled 20 new ChatGPT answers independently based on the code-

book. Since one text span in an answer may suffer from multiple

quality issues, the labeling is multi-label multi-class classification,

where labels are not mutually exclusive. Therefore, we cannot use

Cohen’s Kappa to measure the agreement level between labelers.

Instead, we used Fleiss’s Kappa [23] score. The initial score was

0.45, which was not high enough to proceed to label more answers.

Thus, the authors met again to discuss the labeling. They carefully

reviewed each label in the answers and resolved the conflicts. They

further refined the codebook by merging or deleting redundant

codes, improving the definitions of ambiguous codes, and intro-

ducing new codes. At the end of this step, the number of labels

became 21 in 5 categories.

With the new codebook, the first two authors re-labeled 10 of

the previous 20 answers and confirmed the agreement. Except for

disagreement about the definition and usage of 2 codes in correct-

ness category, no new disagreement was discovered. At this point,

Fleiss’s Kappa score was 0.79. Next, the first two authors met the

co-author to review and refine the current codebook and labelings.

At the end of this meeting, the codebook was refined to 19 labels.

Finally, the first two authors labeled 20 new ChatGPT answers

with the new cookbook and found very few disagreements that are

more subjective in nature (e.g., comprehensiveness). At this point,

Fleiss’s Kappa score was 0.83. With these codebooks, the first two

authors split the remaining ChatGPT answers and labeled them

separately. The whole labeling process took about 216 man-hours.

3.2.2 Definitions andDiscussion ofCodebook. To understand

the fine-grained issues with ChatGPT answers (RQ2), the code-

books contain a wide range of labels covering all 4 themes men-

tioned in the previous subsection 3.2.1. We give a quick overview

of these labels below. Section 4 provides more details.

For Correctness, we compared ChatGPT answers with the ac-

cepted SO answers and also resorted to other online resources such

as blog posts, tutorials, and official documentation. Our codebook

includes four types of correctness issues— Factual, Conceptual, Code,

and Terminological incorrectness. Specifically, for incorrect code

examples embedded in ChatGPT answers, we identified four types

of code-level incorrectness—Syntax errors and errors due toWrong

Logic, Wrong API/Library/Function Usage, and Incomplete Code.

For Consistency, we measured the consistency between Chat-

GPT answers and the accepted SO answers. Note that inconsis-

tency does not imply incorrectness. A ChatGPT answer can be

different from an accepted SO answer, but can still be correct. Five

types of inconsistencies emerged from themanual analysis—Factual,

Conceptual, Terminological, Coding, and Number of Solutions (e.g.,

ChatGPT provides four solutions where SO gives only one).

For Conciseness, three types of conciseness issues were identi-

fied and included in the codebook—Redundant, Irrelevant, and Ex-

cess information. Redundant sentences reiterate everything stated

in the question or in other parts of the answer. Irrelevant sentences

talk about concepts that are out of the scope of the question being

asked. And lastly, Excess sentences provide information that is not

required to understand the answer.

ForComprehensiveness, we consider two labels—Comprehensive,

Not Comprehensive. To consider an answer to be comprehensive, it

needs to fulfill two requirements– 1) All parts of the question are

addressed in the answer, and 2) All parts of the solution are ad-

dressed in the answer.

3.3 Linguistic Analysis

Previous studies show that user preference and acceptance of SE

problems can depend on underlying emotion, tone, and sentiment

showcased by the answer [7, 15, 56]. In this section, we describe the

methods utilized to determine linguistic features and sentiments of

ChatGPT’s answers.

3.3.1 Linguistic Characteristics. We employed thewidely used

commercial tool Linguistic Inquiry and Word Count (LIWC) [49],

as our preferred tool for analyzing the linguistic features of Chat-

GPT and SO answers. LIWC is a psycholinguistic database that

provides a dictionary of validated psycholinguistic lexicon in pre-

determined categories [49] that are psychologically meaningful.

LIWC counts word occurrence frequencies in each category which

holds important information about the emotional, cognitive, and

structural components associated with text or speech. LIWC has

been used to study AI-generated misinformation [65], emotional

expressions in social media posts [39], success of SO answers [7],

etc. For our work, we considered the following categories:

• Linguistic Styles:We considered four attributes for this cate-

gory – Analytical Thinking (complex thinking, abstract think-

ing), Clout (power, confidence, or influential expression), Au-

thentic (spontaneity of language), and Emotional Tone.

• AffectiveAttributes:Affective attributes capture expressions

and features related to emotional status. They include—Affect

(overall emotional expressions, e.g., “happy, cried”), Positive

Emotion (e.g., “happy, nice”),Negative Emotion (e.g., “hurt, cried”).

• CognitiveProcesses:Cognitive processes represents features

that are related to cognitive thinking and processing, e.g., cau-

sation, knowledge, insight, etc. For this category, we consid-

ered Insight (e.g., “think, know”), Causation (e.g., “because”),

Discrepancy (e.g., “should, would”), Tentative (e.g., “perhaps”),

Certainty (e.g., “always”), and Differentiation (e.g., “but, else”).

• Drives Attributes: Drives capture expressions that show the

need, desire, and effort to achieve something. For Drives cat-

egory, we considered Drives, Affiliation, Achievement, Power,

Reward, and Risk attributes.

https://www.liwc.app/static/documents/LIWC2015%20Manual%20-%20Development%20and%20Psychometrics.pdf
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• Perceptual Attributes: This category captures the attributes

that are related to Perceive, See, Feel, or Hear something.

• Informal Attributes: This category captures the causality in

everyday conversations. The attributes in this category are –

Informal Language, Swear Words, Netspeak (e.g., “btw, lol”), As-

sent (e.g., “OK, Yeah”),Nonfluencies (e.g., “er, hmm”), and Fillers

(e.g., “Imean, youKnow”).

We computed word frequency in each of the categories for 2000

ChatGPT and SO answers with LIWC. For ease of understanding,

we computed the relative differences (RD) in linguistic features be-

tween 2000 pairs of ChatGPT and SO answers from the computed

average word frequencies in each category.

'� =

�ℎ0C�%)0E6.5 A4@D4=2~ − ($0E6.5 A4@D4=2~

($0E6.5 A4@D4=2~

3.3.2 Sentiment Analysis. Lexicon-based LIWC evaluates emo-

tions and tones based on psycholinguistic features and captures

the sentiment of texts only based on overall polarity. Hence, LIWC

is insufficient when it comes to capturing the intensity of the po-

larity [10]. Moreover, LIWC can not capture sarcasm, irony, mis-

spelling, or negation which is necessary to analyze sentiment in

human written texts on Q&A platforms. Therefore, we adopted an

automated approach and employed a machine learning algorithm

to evaluate and compare sentiments in ChatGPT and SO answers.

To evaluate the underlying sentiment portrayed by ChatGPT and

SO answers, we conducted sentiment analysis on 2000 pairs of

ChatGPT and SO answers. We used a RoBERTa-base model from

Hugging Face [22] for sentiment analysis on software engineering

texts4. This model is re-finetuned from the “twitter-roberta-base-

sentiment” model5 with the 4423 annotated SO posts dataset built

by Calefato et al. [14]. This well-balanced dataset has 35% posts

with positive emotions, 27% of posts with negative emotions, and

38% of neutral posts that convey no emotions.

3.4 User Study

To understand user behavior while choosing between answers gen-

erated by ChatGPT and SO, we conducted a within-subjects users

study with 12 participants with various levels of programming ex-

pertise. Our goal is to observe how users put importance on differ-

ent characteristics of the answers and how those preferences align

with our findings from manual and linguistic analysis.

3.4.1 Participants. For the user study, we recruited 12 partici-

pants (3 female, 9 male). 7 participants were graduate students,

and 4 participants were undergraduate students in STEM or CS

at R1 universities, and 1 participant was a software engineer from

the industry. The participants were recruited by word of mouth.

Participants self-reported their expertise by answering multiple-

choice questions with 5 options— Novice, Beginner, Competent,

Proficient, and Expert. Regarding their programming expertise, 8

participants were proficient, 3 were competent, and 1 was begin-

ner. We also asked participants about their ChatGPT expertise—3

participants were proficient, 6 participants were competent, 1 par-

ticipant was a beginner, and 2were novices. Additionally, we asked

4Cloudy1225/stackoverflow-roberta-base-sentiment
5cardiffnlp/twitter-roberta-base-sentiment

participants about their familiarity with SO and ChatGPT by ask-

ing how often they use them. They self-reported this by answering

multiple-choice questions with 5 options— Never, Seldom, Some of

the Time, Very Often, and All the Time. For SO, 4 participants an-

swered all the time, 5 answered very often, 2 answered some of the

time, and 1 answered seldom. For ChatGPT, 3 answered very often,

3 answered some of the time, 2 answered seldom, and 4 answered

never.

3.4.2 SO�estion Selection. From our labeled dataset, we ran-

domly selected 8 questionswhere ChatGPT gave incorrect answers

for 5 questions and correct answers for 3 questions. Among the se-

lected 8 questions, therewas 1C++, 1 PHP, 2HTML/CSS, 3 JavaScript,

and 1 Python question.

3.4.3 Protocol. Each user study started with consent collection

and an introduction to the study procedure. Then the participants

started the task for the user study that was designed as a Qualtrics

survey.6 Each SO question had its individual page in the survey.

The sequence of questions on each page for each of the 8 SO ques-

tions is in the following order—(1) participant’s expertise in the

topic (e.g., C++, PHP, etc.) of the SO question (5-point Likert Scale),

(2) the SO question, (3) an answer generated by ChatGPT or an ac-

cepted SO answer written by human7, (4) 5-point scale questions

for assessing the correctness, comprehensiveness, conciseness, and

usefulness of this answer, (5) the other answer (6) 5-point scale

questions for assessing the correctness, comprehensiveness, con-

ciseness, and usefulness of the second answer, (7) Which answer

do you prefer more? (1, 2), (8) Guess which answer is machine-

generated (1, 2), (9) Identify which answer is incorrect (1, 2, none),

(10) Confidence rating (5-point Likert Scale).

The SO questions, SO answers, and ChatGPT answers were pre-

sented with similar text formats (e.g., font type, font size, code for-

mat, etc.) to maintain visual consistency among the answers and

questions. All participants observed the questions in the same or-

der. However, participants were allowed to skip to the next ques-

tion if they were not familiar with the topic of a certain question.

The order of ChatGPT and SO answers was selected randomly (i.e.,

not always Answer 1 was ChatGPT answer). Additionally, partici-

pants were encouraged to use external verification methods such

as Google search, tutorials, and documentation. We closely mon-

itored the study so that participants can not use SO or ChatGPT.

Each participant received 20 minutes to examine and rate answers

to SO questions. Participants were made aware that finishing all 8

questions were not required and were requested to take as much

time as needed for each question. All participants used up the given

20 minutes of time in the study. On average, participants assessed

the quality of the answers to 5 questions.

3.4.4 Semi-Structured Interview. The survey was followed by

a light-weight semi-structured interview. Each interview took about

10 minutes on average. During the interview, we reviewed the par-

ticipant’s response to the survey together with the participant and

asked them why they preferred one answer over the other.

6The survey is included in Supplementary Material
7The order of the two answer are randomized. If the first answer is generated by
ChatGPT, the second answer is written by human and vice versa.
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Then, we asked the participants about their heuristics to iden-

tify the machine-generated answer before revealing the correct an-

swer to them. If the participants were correct, we asked a follow-up

question asking about the characteristics of themachine-generated

answers that influenced their decision.

Lastly, we asked how they determined the incorrect informa-

tion in an answer. We also asked follow-up questions such as why

they failed to identify some misinformation, what the main chal-

lenges were in verifying the correctness, what additional tool sup-

port they wish to have, etc.8

3.4.5 �alitative Analysis of the Interview Transcripts. The

first author reviewed all 12 interview transcripts and labeled the

transcripts with the open coding methodology [31]. The author

marked all insightful responses that mentioned factors related to

participants’ preferences, the heuristics used by the participants,

the obstacles they faced, and the tool support they wished to have.

After this step, the author did a bottom-up thematic analysis [13,

29] to group the low-level codes into high-level patterns and themes.

The final codebook for thematic analysis contains 5 themes and 21

patterns.9 The overall process took about 6 man-hours.

4 MANUAL ANALYSIS RESULTS

This section presents the results and findings for RQ1-RQ3.

4.1 RQ1: Overall Correctness and Quality

To evaluate the overall correctness, we computed the number of

correct and incorrect labels for 517 answers. Our results show that,

among the 517 answers we labeled, 248 (48%) answers are Correct,

and 259 (52%) answers are Incorrect. To evaluate the quality of the

answers in the other three categories, we computed the number of

each label in each category in a similar manner. Our results show

that 22% of the answers are Consistent with human-answer, 65%

of the answers are Comprehensive, and only 23% of the answers

are Concise. Moreover, on average, ChatGPT and SO answers con-

tain 266.43 tokens (f = 87.99) and 213.80 tokens (f = 246.04) re-

spectively. The mean difference of 52.63 tokens is statistically sig-

nificant (Paired t-Test, p-value <0.001). Table 2 shows a complete

list of our manual analysis results.

Finding 1

ChatGPT’s answers are more incorrect, significantly lengthy,

and not consistent with human answers half of the time. How-

ever, ChatGPT’s answers are very comprehensive and success-

fully cover all aspects of the questions and the answers.

4.2 RQ2: Fine-Grained Issues

Our thematic analysis reveals three types of incorrectness in Chat-

GPT answers—Conceptual (54%), Factual (36%),Code (28%) and Ter-

minology (12%) errors. Note that these errors are not mutually ex-

clusive. Some answers have more than one of these errors. Factual

errors occur when ChatGPT states some fabricated or untruthful

information about existing knowledge, e.g., claiming a certain API

8A complete list of interview questions have been uploaded to the Supplementary
Material.
9We have submitted the codebook as Supplementary Material.

Correct Consistent Comprehensive Concise
Yes No Yes No Yes No Yes No

Popularity
Popular

Avg. Popular
Not Popular

0.55 0.45
0.46 0.54
0.42 0.58

0.21 0.79
0.22 0.78
0.25 0.75

0.64 0.36
0.64 0.36
0.66 0.34

0.16 0.84
0.26 0.74
0.28 0.72

Type
Debugging
How-to

Conceptual

0.45 0.55
0.47 0.53
0.48 0.52

0.17 0.83
0.21 0.79
0.28 0.72

0.63 0.37
0.67 0.33
0.64 0.36

0.40 0.60
0.13 0.87
0.16 0.84

Recency
Old
New

0.53 0.47
0.42 0.58

0.22 0.78
0.22 0.78

0.68 0.32
0.61 0.39

0.17 0.83
0.29 0.71

Overall _ 0.48 0.52 0.22 0.78 0.65 0.35 0.23 0.77

Table 2: Percentage of ChatGPT answers in 4 categories

across multiple question post Popularity, Type, and Time.

The statistically significant (Pearson’s Chi-square Test p-

value<0.05) relations are highlighted in blue.

solves a problem when it does not, fabricating non-existent links,

untruthful explanations, etc. On the other hand, Conceptual errors

occur if ChatGPT fails to understand the question. For example,

the user asked how to use public and private access modifiers, and

ChatGPT answered the benefits of encapsulation in C++. Code er-

ror occurs when the code example in the answer does not work,

or can not provide desired output. And lastly, Terminology errors

are related to wrong usages of correct terminology or any use of

incorrect terminology, e.g., perl as a header of Python code.

Specifically, for code errors, our analysis reveals 4 types of code

errors—wrong logic (48%), wrongAPI/library/function usage (39%),

incomplete code (11%), and wrong syntax (2%). Some generated

code has more than one of these errors. Logical errors are made

by ChatGPT when it can not understand the problem, fails to pin-

point the exact part of the problem, or provides a solution that does

not solve the problem. For example, in many debugging instances,

we found that ChatGPT tries to resolve one part of the given code,

whereas the problem lies in another part of the code. We also ob-

served that ChatGPT often fabricates APIs or claims certain func-

tionalities that are wrong.

Finding 2

Many answers are incorrect due to ChatGPT’s incapability to

understand the underlying context of the question being asked.

Whereas, ChatGPT makes less amount of factual errors com-

pared to conceptual errors.

Finding 3

ChatGPT rarely makes syntax errors for code answers. The ma-

jority of the code errors are due to applying wrong logic or im-

plementing non-existing or wrong API, Library, or Functions.

Among the answers that are Not Concise, 46% of them have Re-

dundant information, 33% have Excess information, and 22% have

Irrelevant information. For Redundant information, during our la-

beling process we observed that many of the ChatGPT answers

repeat the same information that is either stated in the question

or stated in other parts of the answers. For Excess information, we

observed a handful of cases where ChatGPT unnecessarily gives

background information such as long definitions, or writes some-

thing at the end of the answer that does not add any necessary

information to understand the solution. Lastly, many answers con-

tain Irrelevant information that is out of context or scope of the
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question. In answers with conceptual errors, we observed this be-

havior more often. There are answers that have a combination of

more than one of these conciseness issues.

And lastly, for inconsistency with human answers, we found

five types of Inconsistencies—Conceptual (67%), Factual (44%),Code

(55%), Terminology (6%), and Number of Solutions (42%). The first

four types of inconsistencies occur for the same reason as incor-

rectness. The only difference is that inconsistency does not always

mean incorrectness as explained in Section 3.2.2. Similar to incor-

rectness, conceptual inconsistencies are higher than factual incon-

sistencies. Our observation also reveals that ChatGPT-generated

code is very different in format, semantics, syntax, and logic than

human-written code. This contributes to the higher number ofCode

inconsistencies. TheNumber of solutions inconsistency is very promi-

nent as ChatGPT often provides many additional solutions to solve

a problem.

4.3 RQ3: Effects of Question Type

To evaluate the relationship between question types and ChatGPT’s

answer quality, we calculated the percentage of each label across

all categories for each question type. As our data is entirely cate-

gorical, we evaluated the statistical significance of the relationship

between each question type and each of the 4 label categories with

Pearson’s Chi-Squared test. Table 2 highlights all relationships that

are statistically significant (p-value < 0.05). Our results show that

Question Popularity and Recency have a statistically significant

impact on theCorrectness of answers. Specifically, answers to pop-

ular questions and questions posted before November 2022 have

fewer incorrect answers than answers to questions with other lev-

els of popularity or time range. This implies that ChatGPT gen-

erates more correct answers when it has more information about

the question topic in its training data. Although answers to De-

bugging questions have higher incorrectness, there was not any

statistically significant relation between Question Type and Cor-

rectness.

Additionally, we found a statistically significant relationship be-

tween Question Type and Inconsistency. Since there are often

multiple ways to debug and fix a problem, the inconsistencies be-

tween human and ChatGPT-generated answers forDebugging ques-

tions are higher, with 83% of inconsistent answers. Our observa-

tion aligns with this result too. While labeling the answers, we

found that almost half of the correct Debugging answers use dif-

ferent logic, API, or library to solve a problem that produces the

same output as human answers.

Our results also show that ChatGPT answers are consistently

Comprehensive for all categories of SO questions and do not vary

with different Question Type, Recency, or Popularity.

Moreover, our analysis shows that all three of the SO question

categories have a statistically significant impact on the concise-

ness of the answer. Answers to all questions, irrespective of the

Type, Recency, and Popularity, are consistently verbose. Specif-

ically, answers to Popular questions are Not Concise 84% of the

time, while answers for Average and Not Popular questions are

Not Concise 74% and 72% of the time. This suggests that for ques-

tions targeting popular topics, ChatGPT has more information on

them and adds lengthy details. We found the same pattern for Old

Linguistic Features Rel. Diff.(%) Linguistic Features Rel. Diff.(%)

Language Styles
Analytic
Clout
Authentic
Tone

20.65***
13.01***
-38.50***
14.95***

Drive Attributes
Drives
Affiliation
Achievement
Power
Reward
Risk

9.53***
16.05**
10.85***
22.86***
2.23
-7.08

Affective Attributes
Affect
Positive Emotion
Negative Emotion

-6.53**
2.09
-34.45***

Perception Attributes
Perception
See
Hear
Feel

-26.28***
-34.98***
-16.50*
7.55

Cognitive Attributes
Insight
Causation
Discrepancy
Tentative
Certainty
Differentiation

-8.86**
23.94***
-35.89***
-10.23***
-4.23
-13.29***

Informal Attributes
Informal Language
Swear words
Netspeak
Assent
Nonfluencies
Fillers

-53.97***
-71.52**
-60.03***
-11.86
-55.34***
-82.85***

Table 3: Relative Linguistic Differences (%) between 2000

pairs of ChatGPT and SO answers. Positive numbers indi-

cate higher occurrence frequencies of linguistic features in

ChatGPT answers compared to SO, and negative numbers

indicate lower occurrence frequencies. Numbers marked

with (*) indicate differences that are statistically signifi-

cant (Paired t-Test, *** p-value <0.001, ** p-value<0.01, * p-

value<0.05)

questions. Answers to Old questions (83%) are more verbose than

New questions (71%). Finally, for Question Type, Debugging an-

swers are more Concise (40%) compared to Conceptual (16%) and

How-to (13%) answers, which are extremely verbose. This is be-

cause of ChatGPT’s tendency to elaborate definitions for Concep-

tual questions and to generate step-by-step descriptions forHow-

to questions.

Finding 4

The Popularity, Type, and Recency of the SO questions affect

the correctness and quality of ChatGPT answers. Answers to

more Popular and Older posts are less incorrect and more ver-

bose. Debugging answers are more inconsistent, but less ver-

bose, and Conceptual and How-to answers are the most verbose.

5 LINGUISTIC ANALYSIS RESULTS

5.1 RQ4: Linguistic Characteristics

Table 3 presents the relative differences in the linguistic features

between ChatGPT and SO. As stated in Section 3.3, relative differ-

ences capture the normalized difference in word frequencies for

each linguistic feature between ChatGPT and SO. The positive rel-

ative differences indicate the features that are prominent to Chat-

GPT, and the negative relative differences indicate the features that

are prominent to SO. Our result shows a statistically significant lin-

guistic difference between ChatGPT and SO answers.

ChatGPT answers differ from SO answers in terms of language

styles. ChatGPT answers are found to contain more words related
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to analytical thinking and clout expressions. This indicates that Chat-

GPT answers communicate a more abstract and cognitive under-

standing of the answer topic, and the language style is more influ-

ential and more confident. On the other hand, ChatGPT answers

include fewer words related to authenticity, indicating that SO an-

swers are more spontaneous and non-regulated.

For affective attributes that capture emotional status, we found

SO answers contain more keywords related to emotional status.

Thoughnot statistically significant, ChatGPT answers portraymore

positive emotions, whereas SOanswers portray significantly stronger

negative emotions than ChatGPT.

Moreover, ChatGPT answers contain significantly more drives

attributes compared to SO answers. ChatGPT conveys stronger

drives, affiliation, achievement, and power in its answers. On many

occasions we observed ChatGPT inserting words and phrases such

as “of course I can help you”, “this will certainly fix it”, etc. This

observation aligns with the higher drives attributes in ChatGPT-

generated answers. However, ChatGPT does not convey risks as

much as SO does. This indicates human answers warn readers of

the consequential effects of solutions more than ChatGPT does.

For informal attributes, SO answers are highly informal and

casual. On the contrary, ChatGPT answers are very formal and do

not make use of swear words, netspeak, nonfluencies, or fillers. In

our observation, we rarely saw ChatGPT using a casual conversa-

tion style. On the other hand, SO answers often had words such as

“btw”, “I guess”, etc. SO answers also contain higher perceptual

and cognitive keywords than ChatGPT answers. This means SO

answers portrays more insights and understanding of the problem.

Finding 5

Compared to SO answers, ChatGPT answers are more formal,

express more analytic thinking, showcase more efforts towards

achieving goals, and exhibit less negative emotion.

5.2 RQ5: Sentiment Analysis

Our results show that, for ChatGPT, among 2000 answers, 1707

(85.35%) answers portray positive sentiment, 291 answers (14.55%)

portray neutral sentiment, and only 2 answers (0.1%) portray nega-

tive sentiment. On the other hand, for SO, 1466 of the 2000 answers

(73.30%) portray positive sentiment, 513 answers (25.65%) portray

neutral, and 21 answers (1.05%) portray negative sentiment. To as-

sess the sentiment difference between ChatGPT and SO answers,

we performed a McNemar-Bowker test on the sentiments. Since

we have paired-nominal data, we opted for the McNemar-Bowker

test for testing the goodness of fit when comparing the distribu-

tion of counts of each label. The results are statistically significant

(- 2
= 186.84, 3 5 = 3, ? < 0.001). Our results show that for 13.90%

questions, ChatGPT’s answers portrayed positive sentiment while

the SO’s answers portrayed neutral or negative sentiments. On the

other hand, only 2 ChatGPT answers portrayed negative sentiment

when the SO answer was positive or neutral. Our result indicates

that ChatGPT shows significantly more positive and less negative

sentiment compared to SO.
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Figure 1: Quality of answers as rated by participants. Differ-

ence in Correctness, Conciseness, and Usefulness are statisti-

cally significant (Paired t-Test, p-value < 0.05)

Finding 6

ChatGPT answers portray significantly more positive senti-

ments compared to SO answers.

6 USER STUDY RESULTS

We retrieved 56 pairs of ratings of SO and ChatGPT answers as

rated by 12 participants. Figure 1 presents the average ratings of

the SO and ChatGPT answers in all 4 aspects. Overall, users found

SO answers to be more correct (mean rating SO: 4.41, ChatGPT:

3.21, Welch’s t-test: p-value< 0.001), more concise (SO: 4.16, Chat-

GPT: 3.69,Welch’s t-test: p-value < 0.05), and more useful (SO: 4.21,

ChatGPT: 3.42, Welch’s t-test: p-value < 0.01). For comprehensive-

ness, the average ratings are 3.89 and 3.98 for SO and ChatGPT, but

this result is not statistically significant.

Additionally, our thematic analysis revealed five themes— Pro-

cess of differentiating ChatGPT answers from SO answers, Heuristics

of verifying correctness, Reasons for incorrect determination,Desired

support, and Factors that influence user preference. Findings from

our quantitative and thematic analysis for each of the research

questions are described in the following subsections.

6.1 RQ6: Differentiating ChatGPT answers
from SO answers

Our study results show that participants successfully identified

which one is themachine-generated answer 80.75% of the time and

failed only 14.25% of the time (Welch’s t-Test, p-value < 0.001).

From thematic analysis, we identified the factors that partici-

pants found helpful to discern ChatGPT answers from human an-

swers. 6 out of 12 participants reported the writing style of an-

swers to be helpful in identifying the ChatGPT answer. Participant

P5 mentioned, “good grammar”, and P8 mentioned, “header, body,

summary format” to be contributing factors for identification. Two

other factors are language style (e.g., casual or formal language, for-

mat) (10 out of 12) and length (7 out of 12). Additionally, 5 out of

12 participants found unexpected or impossible errors as a help-

ful factor to identify the machine-generated answers. Apart from

these, tricks and insights that only experienced people can provide

(5 out of 12), and high-entropy-generation (1 out of 12) were two

other reported factors. Our result suggests that most participants

use language and writing styles, length, and the presence of abnor-

mal errors to determine the source of an answer.
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Finding 7

Participants can correctly discern ChatGPT answers from SO

answers 80.75% of the time. They look for factors such as for-

mal language, structuredwriting, length of answers, or unusual

errors to decide whether an answer is generated by ChatGPT.

6.2 RQ7: Assessing Correctness of ChatGPT
Answers

Our study result shows that users could successfully identify the

incorrect answers only 60.66% of the time and failed 39.34% of the

time (Welch’s t-test, p-value < 0.05).

When we asked users how they identified incorrect information

in an answer, we received three types of responses. 10 out of 12

participants mentioned they read through the answer, tried to find

any logical flaws, and tried to assess if the reasoning make sense.

7 participants mentioned they identified the terminology and con-

cepts they were not familiar with and did a Google search, and

read documentation to verify the solutions. And lastly, 4 out of 12

users mentioned that they compared the two answers and tried to

understand which one made more sense to them.

When a participant failed to correctly identify the incorrect an-

swer, we asked them what could be the contributing factors. 7 out

of 12 participants mentioned the logical and insightful explana-

tions, and comprehensive and easy-to-read solutions generated by

ChatGPT made them believe it to be correct. 6 participants men-

tioned lack of expertise to be the reason. However, we ran Pear-

son’s Chi-Square test to evaluate the relationship between thewrong

identification of incorrect answers and topic expertise and found

no significant relation between these two. P7 and P10 stated Chat-

GPT’s ability to mimic human answers made them trust the incor-

rect answers.

Finding 8

Users overlook incorrect information in ChatGPT answers

(39.34% of the time) due to the comprehensive, well-articulated,

and humanoid insights in ChatGPT answers.

Additionally, participants expressed their desire for tools and

support that can help them verify the correctness. 10 out of 12 par-

ticipants emphasized the necessity of verifying answers generated

by ChatGPT before using it. Participants also suggested adding

links to official documentation and supporting in-situ execution

of generated code to ease the validation process.

6.3 RQ8: Factors for User Preference

Participants preferred SO answers 65.18% of the time. But partici-

pants still preferred ChatGPT answers 34.82% of the time (Welch’s

t-test, p-value < 0.01). Among the ChatGPT preferences, 77.27% of

the answers were incorrect.

For factors that influence user preference, 10 out of 12 participants

mentioned correctness to be the main contributing factor for pref-

erence. 8 participants mentioned answer quality (e.g., conciseness,

comprehensiveness) as contributing factors. 6 participants men-

tioned they put emphasis on how insightful and informative the

answer is while preferring. 6 participants stated language style to

be one of the factors, 2 of these 6 participants preferred the ca-

sual, spontaneous language style of SO answer, while the other 4

preferred the well-structured and polite language of ChatGPT. P2

mentioned, “It feels like it’s trying to teach me something”. Finally, 5

participantsmentioned the format, look and feel (e.g., highlighting,

color scheme) as contributing factors toward preference.

Finding 9

Participants preferred SO answers more than ChatGPT answers

(65.18% of the time). Participants found SO answers to be more

concise, and useful. A few reasons for SO preferences are – cor-

rectness, conciseness, casual and spontaneous language, etc.

7 DISCUSSION AND FUTURE WORK

In this section, we discuss the implications of our analysis results

and future research directions.

Conceptual errors are as pressing as factual errors. It is ev-

ident from our results ChatGPT produces incorrect answers more

than half of the time. 54% of the time the errors are made due to

ChatGPT not understanding the concept of the questions. Even

when it can understand the question, it fails to show an understand-

ing of how to solve the problem. This contributes to the high num-

ber of Conceptual errors. Since questions asked in SO are human-

written large questions, ChatGPT often focuses on the wrong part

of the question or gives high-level solutions without fully under-

standing the minute details of a problem. From our observation,

another reason behind conceptual errors is ChatGPT’s limitation

to reason. In many cases, we saw ChatGPT gives a solution, code,

or formula without foresight or thinking about the outcome. On

the other hand, the rate of Factual error is lower than Conceptual

error but still composes a large portion of incorrectness. Although

existing work focus on removing hallucinations from LLM [20, 48],

those are only applicable to fixing Factual errors. Since the root of

Conceptual error is not hallucinations, but rather a lack of under-

standing and reasoning, the existing fixes for hallucination are not

applicable to reduce conceptual errors. Prompt engineering and

Human-in-the-loop fine-tuning can be helpful in probing ChatGPT

to understand a problem to some extent [59, 66], but they are still

insufficient when it comes to injecting reasoning into LLM. Hence

it is essential to understand the factors of conceptual errors as well

as fix the errors originating from the limitation of reasoning.

Code errors are analogous to Non-Code errors. For errors

in code examples provided by ChatGPT, we found wrong logic and

wrong API/library/function usage to be two of the main reasons.

From our observation, wrong logic is analogous to conceptual er-

ror. Most of the logical errors are due to the fact that ChatGPT

can not understand the problem as a whole, fails to pinpoint the

exact part of the problem, etc. For example, in many debugging

instances, we found that ChatGPT tries to resolve one part of the

given code, whereas the problem lies in another part of the code.

Also, in many cases, ChatGPT makes discernible logical errors that

no human expert can make. For example, setting a loop ending

condition to be equal to something that is never true or never

false (e.g. Fℎ8;4 (8 < 0 0=3 8 > 10)). Referring to the previous

discussion, we believe for fixing logical errors, it is imperative to

focus on teaching ChatGPT to reason. On the other hand, wrong
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API/library/function usage is analogous to factual error and fur-

ther research should be conducted to reduce hallucination from

codes.

Low-quality is linked to incorrectness. Since our study re-

sults suggest that a large percentage of the ChatGPT answers suf-

fer from poor quality, we argue that it is inevitable to reduce the

errors in order to make ChatGPT more useful in SE tasks. More-

over, steps should be taken to reduce the verbosity of ChatGPT

answers. Much of the redundant, excessive, and irrelevant infor-

mation emerges from the same reason as conceptual errors and

the inability to pinpoint a problem. Addressing these sources of

problems and devising more holistic summarizing while text gen-

eration can be some future research direction to improve answer

quality.

Users get tricked by appearance.Our user study results show

that users prefer ChatGPT answers 34.82% of the time. However,

77.27% of these preferences are incorrect answers. We believe this

observation is worth investigating. During our study, we observed

that only when the error in the ChatGPT answer is obvious, users

can identify the error. However, when the error is not readily ver-

ifiable or requires external IDE or documentation, users often fail

to identify the incorrectness or underestimate the degree of error

in the answer. Surprisingly, even when the answer has an obvi-

ous error, 2 out of 12 participants still marked them as correct

and preferred that answer. From semi-structured interviews, it is

apparent that polite language, articulated and text-book style an-

swers, comprehensiveness, and affiliation in answers make com-

pletely wrong answers seem correct. We argue that these seem-

ingly correct-looking answers are the most fatal. They can easily

trick users into thinking that they are correct, especiallywhen they

lack the expertise or means to readily verify the correctness. It is

even more dangerous when a human is not involved in the gen-

eration process and generated results are automatically used else-

where by another AI. The chain of errors will propagate and have

devastating effects in these situations. With the large percentage

of incorrect answers ChatGPT generates, this situation is alarming.

Hence it is crucial to communicate the level of correctness to users.

Communicationof incorrectness is the key.AlthoughChat-

GPT’s chat interface has a one-line warning- “ChatGPT may pro-

duce inaccurate information about people, places, or facts”, we be-

lieve such a generic warning is insufficient. Each answer should

be accompanied by a level of incorrectness and uncertainty in the

answer. Previous studies show that LLM knowswhen it is lying [4],

but does LLM know when it is speculating? And how can we com-

municate the level of speculation? Therefore, it is imperative to

investigate how to communicate the level of incorrectness of the

answers. Moreover, human factor research on communicating the

level of incorrectness in codes or programming answers in a way

that users understand is another important direction worth explor-

ing.

Caution and awareness are necessary.Finally, awareness should

be created among users regarding the ignorance that is induced by

seemingly correct answers. Verifying the answers no matter how

correct or trustworthy they look is imperative. We would like to

conclude this discussion with the statement that, AI is most effec-

tive when supervised by humans. Therefore, we call for the respon-

sible use of ChatGPT to increase human-AI productivity.

8 THREATS TO VALIDITY

Internal Validity. Our manual analysis raises a few threats to in-

ternal validity. Due to the subjective nature of the manual analysis,

it is limited by human judgment and bias. We tried to reduce this

threat by multiple levels of reviews and agreements and only la-

beled the data when Fleiss’s Kappa was large enough.

Besides, our user study raises several threats such as sample size,

participants’ bias, and thematic analysis. Although 12 is a small

sample size, each participant provided us with 5 data points on av-

erage (56 in total). This reduces the threat due to the small number

of participants. To reduce participants’ own bias against human or

machine-generated answers, we hid the source of answers during

the study and made the answers visually similar (e.g., same font

size, type, code style, etc.). And for thematic analysis, we followed

several iterations to make a comprehensive list of codes (21) and

5 themes to capture minute details from user feedback and reduce

subjective human bias.

External Validity. The external validity concerns the general-

izability of the findings of our analyses. To reduce this threat, we

collected SO answers across diverse categories and topics. Further-

more, we recruited participants with different levels of expertise

in programming and in individual topics.

9 RELATED WORK

The proliferation of social media and Q&A platforms for software

engineering tasks immensely affected the help-seeking behavior

among software engineers [58, 60]. These platforms changed the

way software engineers communicate, ask for help, and write soft-

ware [1, 62] as they incorporate crowdsourced knowledge in differ-

ent steps. Existing literature establish the role and benefits of Q&A

platforms [40, 47, 60]. Treude et al. [60] show that Q&A platforms

such as SO are highly effective in code reviews and answering con-

ceptual questions. Through a mixed-methods study, Mamykina et

al. [40] show that the chance of quickly getting help from the SO

community is very high, with a median time of 11 minutes. How-

ever, despite the popularity and effectiveness of SO, concerns about

the fact that SO can potentially interrupt developers’ workflow and

impair their performance persists [58, 62]. Since Q&A platforms

are not integrated with IDEs, this causes developers to switch be-

tween IDEs and external resources which in turn causes delay and

interruptions [5].

The emergence of GitHub Copilot [27] addressed this gap by

integrating assistive AI tools in IDEs in the form of code auto-

completion. Moreover, Copilot can provide further assistance such

as code translation, explanations, and documentation generation [3,

55]. Studies also show that AI pair-programming has shifted devel-

opers’ behavior from code writing to code understanding, render-

ing better efficiency [9], and productivity [33]. The online help-

seeking behavior of developers also changed along with other be-

havior shifts. Developers use Copilot for prompt and concise so-

lutions, and only turn to web searches or SO to access the docu-

mentation or verify solutions [6, 55, 61]. Regardless of the popu-

larity and acceptance of Copilot among developers, studies show

that Copilot produces buggy code that can become a liability for

novice developers [18]. Moreover, Copilot generates codes that are
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inferior in quality and requires significant deletion and modifica-

tions [33]. Vaithilingam et al. [61] show that despite the limitations,

developers still prefer using Copilot as a convenient starting point.

Although Copilot remains popular and useful among develop-

ers, ChatGPT has gained popularity among programmers of all lev-

els and expertise since its release in November 2022. The usability

and effectiveness of ChatGPT compared to human experts are ex-

amined in different fields such as legal, medical, financial, etc. [30].

More recent studies show that ChatGPT often fabricates facts, and

generates low quality or misleading information [12, 30, 36, 43]. To

the best of our knowledge, no other work conducted an in-depth

and comprehensive analysis of the characteristics and quality of

ChatGPT answers to SO questions in the field of SE.

10 CONCLUSION

In this paper, we empirically studied the characteristics of Chat-

GPT answers to SO questions through mixed-methods research

consisting of manual analysis, linguistic analysis, and user study.

Our manual analysis shows that ChatGPT produces incorrect an-

swers more than 50% of the time. Moreover, ChatGPT suffers from

other quality issues such as verbosity, inconsistency, etc. Results

of the in-depth manual analysis also point towards a large number

of conceptual and logical errors in ChatGPT answers. Addition-

ally, our linguistic analysis results show that ChatGPT answers are

very formal, and rarely portray negative sentiments. Although our

user study shows higher user preference and quality rating for SO,

users make occasional mistakes by preferring incorrect ChatGPT

answers based on ChatGPT’s articulated language styles, as well as

seemingly correct logic that is presented with positive assertions.

Since ChatGPT produces a large number of incorrect answers, our

results emphasize the necessity of caution and awareness regard-

ing the usage of ChatGPT answers in SE tasks. This work also seeks

to encourage further research in identifying and mitigating differ-

ent types of conceptual and factual errors. Finally, we expect this

work will foster more research on transparency and communica-

tion of incorrectness in machine-generated answers, especially in

the context of SE.
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